US009258016B2

a2z United States Patent (10) Patent No.: US 9,258,016 B2
Le Bars et al. 45) Date of Patent: Feb. 9, 2016
(54) METHOD AND APPARATUS FOR (56) References Cited

CONTROLLING THE DECODING OF
CODEWORDS RECEIVED BY A LINEAR
BLOCK CODE PIPELINED DECODER FROM
AN INPUT BUFFER

(71)  Applicant: CANON KABUSHIKI KAISHA,
Tokyo (JP)

(72) Inventors: Phillippe Le Bars, Thorigne Fouillard
(FR); Mounir Achir, Chantepie (FR)

(73) Assignee: Canon Kabushiki Kaisha, Tokyo (JP)

(*) Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35

U.S.C. 154(b) by 135 days.
(21) Appl. No.: 13/972,298

(22) Filed: Aug. 21, 2013

(65) Prior Publication Data
US 2014/0059402 A1 Feb. 27,2014

(30) Foreign Application Priority Data

Aug. 23,2012 (GB) woovoveveeeeceeeeeeeee 1215059.5

(51) Int.CL
HO3M 13/11
HO3M 13/05

(52) US.CL
CPC .......... HO3M 13/1145 (2013.01); HO3M 13/05
(2013.01); HO3M 13/1105 (2013.01); HO3M
1371128 (2013.01); HO3M 13/1157 (2013.01)
(58) Field of Classification Search
CPC ..o HO3M 13/1137, HO3M 13/1105;
HO3M 13/1145
See application file for complete search history.

(2006.01)
(2006.01)

U.S. PATENT DOCUMENTS

5,577,196 A * 11/1996 Peer ......ccccocvvvvvviririeinnrne 714/4.1
7,395,494 B2* 7/2008 Leeetal. ... ... 714/801
7461,328 B2* 12/2008 Dabirietal. .................. 714/794
7,958,427 Bl 6/2011 Yeung et al.
8,102,951 B2* 1/2012 Eunetal. .......ccocevrnnn. 375/340
8,136,008 B1* 3/2012 Yeung ............ HO3M 13/1102
714/755
8,234,536 Bl 7/2012 Farjadrad et al.
8,843,807 B1* 9/2014 Stirlingetal. ................ 714/774
2002/0067294 Al* 6/2002 Shenetal. .......cccooeene.n.. 341/50

(Continued)

FOREIGN PATENT DOCUMENTS

KR 1020120039577 A 1/2012
OTHER PUBLICATIONS

Bhatt, T.; Sundaramurthy, V.; Stolpman, V.; McCain, D., “Pipelined
Block-Serial Decoder Architecture for Structured Ldpc Codes,”
Acoustics, Speech and Signal Processing, 2006. ICASSP 2006 Pro-
ceedings. 2006 IEEE International Conference on , vol. 4, No., pp.
IV,IV, May 14-19, 2006.*

(Continued)

Primary Examiner — Steve Nguyen

(74) Attorney, Agent, or Firm — Canon USA, Inc. IP
Division

(57) ABSTRACT

A computer implemented method of controlling the decoding
of codewords received by a linear block code pipelined
decoder from an input buffer, the pipelined decoder compris-
ing at least two decoding stages. The method comprises itera-
tively: loading the decoding stages of the pipelined decoder,
executing a decoding step, determining the number of
residual errors in the codewords and outputting error free
codewords. The method allows the different decoding stages
to be loaded with any codeword coming from the buffer or
from any decoding stage of the decoder. Accordingly, the
occupation rate of the pipeline is improved.
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1
METHOD AND APPARATUS FOR
CONTROLLING THE DECODING OF
CODEWORDS RECEIVED BY A LINEAR
BLOCK CODE PIPELINED DECODER FROM
AN INPUT BUFFER

REFERENCE TO RELATED APPLICATIONS

This application claims the priority benefitunder 35 U.S.C.
§119(e) of GB Application No. 1215059.5, filed on Aug. 23,
2012. The text of this application is incorporated by reference
in its entirety.

BACKGROUND OF THE INVENTION

The present invention concerns a method and a device of
controlling the decoding received codewords in a linear block
code as LDPC (Low Density Parity Check Code) decoder.
The invention concerns codes that can be defined by a parity
check matrix creating a direct relationship between the pay-
load data and the redundancy necessary to protect this pay-
load. LDPC codes and LDGM (Low Density Generator
Matrix) codes are concerned, for example. Turbo codes
issued from convolutional encodes are not concerned as the
relationship that governs the redundancy depends on the state
of the encoder and not directly on the data payload.

The process of decoding according to LDPC codes and the
like is based on the decoding of a binary word, called a
codeword, which length depends on the size of the matrix
corresponding to the code. This codeword is the output of the
demodulator and constitutes an estimate of the emitted word
of information. This codeword is processed by a decoder to
get a decoded word. The decoding is an iterative process. The
number of iteration to achieve the proper decoding of the
codeword depends on the number of errors, meaning inaccu-
rate bit, in the estimated codeword. In presence of a good,
without noise, transmission channel, we got a codeword
exhibiting few or none errors, a single iteration of decoding
could be enough to get the right decoded codeword. Some
codeword comprising many errors could never be decoded
whatever the number of iteration applied.

When decoding a stream of data over the transmission
channel, in order to achieve real time decoding, it is important
to get a decoding time for a codeword faster than the receiving
time of this codeword. This is why pipelined architectures
have been developed to implement series of decoding stage. A
codeword enters the pipeline and could do any number of
decoding stage to achieve the decoding of the word. This way,
several codewords could be decoded in parallel. When a
codeword decoding occurs in the middle of the pipeline, the
last stages of pipeline could be unused.

Another technique is also used to improve the average
decoding time. Given that the decoding time for a code word
could vary depending on the number of errors to be corrected,
buffering is used at the input of the decoder to spread over
time the decoding of codewords. Assuming that codewords
with a long decoding time and codewords with a fast decod-
ing time are spread relatively evenly the use of an input buffer
allows compensating the variations. Actual decoding shows
that this is not always the case. It is also needed of course that
the average decoding speed be faster than the receiving speed.
When the buffer comes to overflow, either the last received
word or the word being decoded is discarded.

SUMMARY OF THE INVENTION

The present invention has been devised to address one or
more of the foregoing concerns.
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According to a first aspect of the invention, there is pro-
vided a method for iterative decoding a codeword that
improve the usage rate of the pipeline stage by allowing a new
codeword to be injected in the pipeline at any stage which
become available. Accordingly, the usage rate of the pipeline
and therefore the average decoding speed is improved.

According to a second aspect of the invention, there is
provided a method of iterative decoding using an input buffer
where a buffer overflow trigger a search for the codeword in
the decoder with the lower number of residual error to be
outputted instead of discarding the new codeword or the one
in the pipeline. Accordingly the number of residual errors in
the decoded stream is reduced.

According to a third aspect of the invention, there is pro-
vided a method of iterative decoding where a maximal num-
ber of iteration is computed for each incoming codeword
depending on the noise level of the transmission channel
during the transmission of this word. Accordingly the decod-
ing effort is spread over the different codewords relatively to
the noise achieving a better distribution of this effort and
therefore a lower average error rate.

According to afirstaspect of the invention there is provided
a computer implemented method of controlling the decoding
of codewords received by a linear block code pipelined
decoder from an input buffer, said pipelined decoder com-
prising at least two decoding stages, which comprises itera-
tively: loading the decoding stages of the pipelined decoder;
executing a decoding step; determining the number of
residual errors in the codewords and outputting error free
codewords; and wherein loading the decoding stages allows
the different decoding stages to be loaded with any codeword
coming from the buffer or from any decoding stage of the
decoder. Accordingly, the occupation rate of the pipeline is
improved.

In an embodiment the method further comprises raising a
slow decoding condition when the decoding speed becomes
slower than the data reception and outputting the codeword in
the pipelined decoder having the lower number of residual
errors when the slow decoding condition is raised. Accord-
ingly, the decoded symbols contains less errors.

In an embodiment the method further comprises determin-
ing for each inputted codewords a maximum of decoding step
to be executed based on the transmission channel conditions
at the moment of the actual transmission of the codeword and
outputting the codeword from the pipelined decoder when
this maximum of decoding step has been executed on this
codeword. Accordingly, the time spend on the decoding of
each codeword is coherent with the channel condition and
well spread over codewords.

Inan embodiment the method further comprises evaluating
the SNR in the transmission channel at the moment of the
actual transmission of the codeword to be used as the trans-
mission channel conditions. Accordingly, a reliable way of
measuring the transmission channel conditions is provided.

In an embodiment the method further comprises determin-
ing a function that gives a theoretical maximum number of
decoding step needed for the decoding of a given codeword
based on the SNR value measured at the moment of its actual
transmission; and for each codeword entering the pipelined
decoder: determining the theoretical maximum number of
decoding step needed for the decoding of all the codewords
stored in the input buffer by summing the result of said
function applied to the SNR value measured for each of these
codewords; determining a ratio of this theoretical maximum
number of decoding step needed for the decoding of all the
codewords stored in the input buffer and the average number
of iteration contemplated on preceding decoded codewords
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multiplied by the number of codewords in the input buffer;
determining the maximum number of decoding step associ-
ated to this codeword as the result of the function applied to
the SNR value measured for this codeword if the given ratio
is below 1 and determining the maximum number of decod-
ing step associated to this codeword as the floor of the result
of function applied to the SNR value measured for this code-
word divided by said ratio if the given ratio is 1 of above.

In an embodiment said function is a step function deter-
mined by simulating the transmission channel. Accordingly, a
simple function is provided.

In an embodiment the said function is based on the Erlang
distribution law. Accordingly an accurate function is pro-
vided.

In an embodiment the method further comprises determin-
ing a minimum and a maximum on the SNR value; discarding
a codeword associated to a SNR value below the minimum
and outputting the codeword directly as the decoding result if
the SNR value associated if above the maximum.

In an embodiment said minimum and maximum are deter-
mined using the Erlang law. Accordingly, accurate values of
these minimum and maximum are provided.

In an embodiment said minimum and maximum are deter-
mined by simulating the transmission channel. Accordingly,
simple values of these minimum and maximum are provided.

In an embodiment the method further comprises reordering
outputted codewords. Accordingly, the symbols are outputted
in the right order.

According to another aspect of the invention there is pro-
vided a controller device for controlling the decoding of
codewords received by a linear block code pipelined decoder
from an input buffer, said pipelined decoder comprising at
least two decoding stages, the controller device comprising: a
loader for loading the decoding stages of the pipelined
decoder; means to control the execution of a decoding step;
means to determine the number of residual errors in the code-
words and means for outputting error free codewords wherein
the loader allows the different decoding stages to be loaded
with any codeword coming from the buffer or from any
decoding stage of the decoder.

In an embodiment the controller device further comprises
means for raising a slow decoding condition when the decod-
ing speed becomes slower than the data reception and means
for outputting the codeword in the pipelined decoder having
the lower number of residual errors when the slow decoding
condition is raised.

In an embodiment the controller device further comprises
means for determining for each inputted codewords a maxi-
mum of decoding step to be executed based on the transmis-
sion channel conditions at the moment of the actual transmis-
sion of the codeword and means for outputting the codeword
from the pipelined decoder when this maximum of decoding
step has been executed on this codeword.

In an embodiment the controller device further comprises
means for evaluating the SNR in the transmission channel at
the moment of the actual transmission of the codeword to be
used as the transmission channel conditions.

In an embodiment the controller device further comprises
means for determining a function that gives a theoretical
maximum number of decoding step needed for the decoding
of'a given codeword based on the SNR value measured at the
moment of its actual transmission; and for each codeword
entering the pipelined decoder: means for determining the
theoretical maximum number of decoding step needed for the
decoding of all the codewords stored in the input buffer by
summing the result of said function applied to the SNR value
measured for each of these codewords; means for determin-
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ing a ratio of this theoretical maximum number of decoding
step needed for the decoding of all the codewords stored in the
input buffer and the average number of iteration contem-
plated on preceding decoded codewords multiplied by the
number of codewords in the input buffer; means for deter-
mining the maximum number of decoding step associated to
this codeword as the result of the function applied to the SNR
value measured for this codeword if the given ratio is below 1
and means for determining the maximum number of decod-
ing step associated to this codeword as the floor of the result
of function applied to the SNR value measured for this code-
word divided by said ratio if the given ratio is 1 of above.

In an embodiment said function is a step function deter-
mined by simulating the transmission channel.

In an embodiment said function is based on the Erlang
distribution law.

In an embodiment the controller device further comprises
means for determining a minimum and a maximum on the
SNR value; means for discarding a codeword associated to a
SNR value below the minimum and means for outputting the
codeword directly as the decoding result if the SNR value
associated if above the maximum.

In an embodiment said minimum and maximum are deter-
mined using the Erlang law.

In an embodiment said minimum and maximum are deter-
mined by simulating the transmission channel.

In an embodiment the controller device further comprises
means for reordering outputted codewords.

According to another aspect of the invention there is pro-
vided a computer-readable storage medium storing instruc-
tions of a computer program for implementing a method,
according to any one of claims 1 to 11.

At least parts of the methods according to the invention
may be computer implemented. Accordingly, the present
invention may take the form of an entirely hardware embodi-
ment, an entirely software embodiment (including firmware,
resident software, micro-code, etc.) or an embodiment com-
bining software and hardware aspects that may all generally
be referred to herein as a “circuit”, “module” or “system”.
Furthermore, the present invention may take the form of a
computer program product embodied in any tangible medium
of expression having computer usable program code embod-
ied in the medium.

Since the present invention can be implemented in soft-
ware, the present invention can be embodied as computer
readable code for provision to a programmable apparatus on
any suitable carrier medium. A tangible carrier medium may
comprise a storage medium such as a floppy disk, a CD-ROM,
a hard disk drive, a magnetic tape device or a solid state
memory device and the like. A transient carrier medium may
include a signal such as an electrical signal, an electronic
signal, an optical signal, an acoustic signal, a magnetic signal
or an electromagnetic signal, e.g. a microwave or RF signal.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention will now be described, by
way of example only, and with reference to the following
drawings in which:

FIG. 1 illustrates the architecture of a decoder according to
known prior art;

FIG. 2 illustrates the architecture of a decoder according to
the exemplary embodiment of the invention;

FIG. 3 illustrates the decoding of a codeword using a pipe-
lined decoder according to the exemplary embodiment of the
invention;
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FIG. 4 illustrates the decoding of a codeword according to
an alternative embodiment of the invention;

FIG. 5 illustrates the determination process of the maxi-
mum iteration per codeword as used in an embodiment of the
invention;

FIG. 6 illustrates the decoding process in an alternative
embodiment including this determination of the maximum of
iteration per codeword.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT

FIG. 1 illustrates the architecture of a LDPC decoder
according to prior art. The signal is received by a demodulator
101. This is a classical circuit or a computer program that
retrieves the baseband information from the modulated car-
rier wave. The binary baseband information is generally spa-
tially coded into a space of two or more dimensions according
to a constellation map. Each possible symbol is coded by a
particular point in the constellation. Each symbol corre-
sponds to a bit sequence. The symbol emitted is exactly a
symbol of the constellation. The symbol received is the emit-
ted symbol plus noise added by the transmission channel.
There are several methods to get an estimate of the emitted
symbol knowing the received one. It is possible to use the
closest point of the constellation or the maximum likelihood
theory. As the LDPC operates on codewords, the estimates are
stored in the buffer 102 as successive codewords.

The decoding consists in determining the emitted symbol
knowing the estimate codeword. Therefore the codewords are
sent to the decoder 104 by the link 103, the buffer working in
a FIFO (First In, First Out) mode.

The decoder 104 is basically a pipeline of decoding stages
106, 108 and 110. The actual architecture of a stage of pipe-
line ina LDPC decoder is not described in this document as it
is well known by the person skilled in the art. A codeword is
inputted in the first stage 106. At the end of the decoding
stage, a decision module 107 has the task of deciding if the
decoding process is terminated. In that case, the result, mean-
ing a decoded codeword, is outputted referenced 112. In case
the decision module 107 decides that the decoding process
should continue, the codeword is sent to next decoding stage
108. The same operation occurs. The decision module 109
decides to output the result referenced 113 or to continue with
decoding stage 110. The last decision module 111 decides to
output the result or to send the codeword back to decoding
stage 106 via the selector 105.

The figure has three pipeline stages. The person skilled in
the art would understand that this is just an example and that
any number of decoding stages may be implemented.

It can be noticed that when a codeword is outputted from
the first of second stage 106 or 108, at next step, the following
stage 108 or 110 will be unused. Some conflicts occur at the
input of stage 106 when a codeword coming from stage 110
should be inputted again in the pipeline while a new codeword
is ready for decoding from the buffer 102. When this happens,
the new codeword should be blocked until the freeing of the
first stage 106.

The exemplary embodiment of the invention aims to
improve the usage rate of the pipeline. It will be described in
relation to FIG. 2.

The architecture of the decoder illustrate in FIG. 2 is simi-
lar to the architecture of FIG. 1, and comprises a demodulator
201, a buffer 102, decision modules 207, 209, an d211 which
output results respectively referenced 212, 213, and 214. This
architecture adds an iteration control module 215 to the pre-
ceding ones. The decoder itself differs in that the selector 205
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6
is able to direct its input to any of the pipeline stage 206, 208
and 210. All the outputs of the decoding stage 206, 208 and
210 are directed to this selector 205.

According to this architecture, any codeword outputted
from any decoding stage plus a new codeword from the buffer
could be inputted in any free decoding stage of the decoder.
The selection is done under the control of the iteration control
module 215 and more particularly, under the control of the
executive module 218. Modules 216 and 217 are used in other
embodiments.

Accordingly, the conflicts at the input of the decoder are
minimized and the usage rate of the different decoding stages
of'the decoder pipeline is improved.

While improving the usage rate of the pipeline and there-
fore the decoding speed, some buffer overflow could still
happen. Particularly when the transmission channel becomes
noisy, a high proportion of successive codewords could need
lots of decoding stages.

According to a particular embodiment of the invention,
when a buffer overflow occurs a decision to prematurely
output a codeword from the decoder. In the prior art, the new
codeword or the codeword being decoded was discarded
meaning a complete loss of a codeword. According to this
embodiment, the codeword is outputted and not loss. As the
output is done prematurely some residual errors could remain
in the codeword.

The detection of the buffer overflow is advantageously
predicted in advance. For example, the reception data rate is
monitored and compared with the decoding rate. When the
decoding rate becomes lower than the reception data rate a
condition of slow decoding is raised. This could be achieved,
for example, by comparing the throughput at the input of the
buffer and the throughput at the output of the decoder.

In order to reduce the number of residual errors in the
decoded stream, in a particular embodiment, when the deci-
sion to prematurely output a codeword is taken, the codeword
in the decoder containing the minimum number of residual
errors is chosen.

FIG. 3 illustrates the decoding method using the pipelined
decoder as illustrated on FIG. 2.

This pipeline works iteratively. In a first step 301 a loading
step is executed. In this step the decoding stages constituting
the pipeline are loaded. Typically each stage is loaded with
the data coming from the preceding stage. The first stage may
be loaded by a codeword entering the decoder from the buffer
or by a codeword coming from the last stage if further decod-
ing is needed for this codeword.

Then a decoding step 302 is undertaken. Following the
decoding, a test step 303 is conducted to evaluate the number
of residual errors remaining in the codewords. Codewords
which do not contain any more error may be outputted in step
304. The method is then resumed to the input step 301.

Taking advantage of the invention, the input step 301
allows the different decoding stages to be loaded with any
codeword coming from the buffer or from any decoding stage
of the decoder. Therefore, any free decoding stage may be
loaded by a new codeword leading to an improved occupation
rate of the pipeline.

This embodiment is illustrated by FIG. 4. In a first step 401,
acodeword is inputted in the decoder from the buffer. Accord-
ing to the LDPC principles, the parity check matrix is applied
to the codeword in step 402. As a result a number of residual
errors in the codeword is determined and associated to the
codeword. This number of residual errors is tested in step 403.
If'the codeword is error free, the code word could be outputted
in a step 407.
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In case there are still residual errors in the codeword a
decoding stage is run in a step 404. Next the decoder too slow
condition is tested in step 405. As described above, the con-
dition is raised when the decoding speed becomes slower than
the data reception rate. This condition if it stays for a while
will leads to a buffer overflow. Therefore, a measure to speed
up the decoding is taken. It consists in the prematurely output
of a codeword from the decoder when the slow decoding
condition is raised in a step 408. Advantageously, as several
codewords are in the decoding process thanks to the pipelined
architecture, it is possible to select the one containing the
lower number of residual errors.

In case the decoder is not too slow, the number of iterations
is tested against a predetermined maximum number of itera-
tions. Actually, as some codewords contain too many errors to
be corrected by any number of iteration it is necessary to limit
the number of iteration to a maximum to prevent these code-
words to stay forever in the decoder. If this maximum number
of iteration is reached for the current codeword under decod-
ing, it is outputted in the step 407 whatever the number of
residual errors it contains. If not, the number of residual errors
is tested again in the step 403.

As the moment of output of a codeword is not predictable
depending on the number of residual errors it contains and on
the slow decoding condition, a codeword entered in the
decoder after another one could be outputted before. The
sequence of the codewords is modified by the decoder and
should be restored, which is done by the reordering step 409.
Advantageously, the codewords are associated to sequence
numbers attributed at the input of the decoder to allow this
reordering step. Next a new codeword is inputted in the
decoder.

Alternatively, the condition of buffer overflow is prevented
by the mechanism based on the determination of a maximum
of iteration per codeword. This maximum is determined
based on the transmission channel conditions at the moment
of the actual transmission of this codeword. These transmis-
sion channel conditions may be estimated by the SNR (Signal
to Noise Ratio). In this mechanism the SNR of the transmis-
sion channel is measured. One measure is associated to each
received codeword. As the number of iteration in the pipe-
lined decoder is correlated to the number and the place of the
errors in the received codeword and because this number of
errors is itself correlated to the channel condition, it is
assumed that the number of iteration needed to decode a
codeword is correlated to the level of SNR on the transmis-
sion channel when this codeword has been transmitted. More
particularly, it is assumed that a function, that will be called f
in the following, may be defined to determine a maximum of
iterations needed to decode a given codeword from the level
of the SNR for that particular codeword.

Noise evaluation may be made using the distance between
the received point and theoretical location of the closest sym-
bol. For example, the average of those values may be taken for
the block of data corresponding to one LDPC codeword. Any
other method to get an estimate of the noise may be used
alternatively. As an example, the U.S. Pat. No. 6,898,251 B2
describes a method to do this evaluation in the context of a
turbo decoder. That method could be adapted easily for a
LDPC decoder.

The inventors have determined several such function f. In
a first embodiment, the function f is defined as a step function
attributing a particular value for the maximum of iterations
for an interval of SNR values. The intervals and the value of
the maximum of iterations for each interval may be deter-
mined by simulation of the transmission channel and decod-
ing of codewords using the same code.
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Advantageously, this function f is given by the Erlang law.
The number of errors that a word suffers is dependent on the
noise affecting the signal, which is generally considered as a
Gaussian process. The number of iterations that is needed to
correct all errors is dependent on the number of errors and
their positions, as nodes in the graph are not equally con-
nected, as well as the amount of noise the node has received.
Hence the parallel can be made to the telephony system. A call
can happen at any moment and its duration is not known. An
error can have happened everywhere in the frame, and the
number of iteration to correct this frame is difficult to predict.
Then not surprisingly, the number of iterations has the Erlang
distribution function, similarly to the branch exchange occu-
pation in telephony.

We recall that the Erlang distribution is defined by 2 param-
eters, a real A and an integer k.

A xklgx
A ST

where x>0 and y expectation is k/A.

As a non-limitative example the intensity parameter A is 3
for the matrix defined in the 80.3.15¢ standards. k and A
depends on the SNR. k/A is the expectation of the distribution
corresponding to the average number of iteration that are
necessary at a certain SNR.

For the telephony analogy, k is the number of incoming
calls. 1/Ais their average duration. A good way to setthek and
A parameters is to run some simulations and fit the parameters
to the results. The quality of the matrix is important. A matrix
that does not achieve any code distance will generate trapping
sets which will obviously create large number of uncorrected
word. If the matrix is well conditioned and achieve some code
distance it is then easy to define a maximum number of
iteration Itmax and to execute this number of iteration. For
example we may want 99% of decoded word at 1 dB of SNR,
which leads to 7 iterations with the well-conditioned matrix
of the example. The codeword is obtained or not at the end,
but the latency is now defined and so SNR_max will be 7 dB.
SNR_min will be 1 dB, leading to the realization of a maxi-
mum of iterations of 7.

FIG. 5 illustrates the determination process of this maxi-
mum iteration per codeword as used in the exemplary
embodiment of the invention. This process is implemented in
the iteration control module 215 on FIG. 2. It takes advantage
of SNR evaluation module referenced 216 on FIG. 2. This
module measures the SNR in the transmission channel at the
moment of the transmission of each codeword. These mea-
sures are stored, for example, in a buffer referenced 217 on
FIG. 2.

The process is initiated when for a given codeword of index
ienters in the decoding system from the buffer. At step 500 the
corresponding SNR measure is also input in the decoder. A
first test is advantageously undertaken in a step 501 to deter-
mine ifthe measured SNR is compatible with the decoding. If
the SNR is over a given maximum, it is almost sure that the
codeword does not contain any error. Therefore a LDPC
decoding is not undertaken, the codeword is output directly as
the decoding result without any LDPC decoding step. If the
SNR is lower than a given minimum, it is assumed that the
decoding is not possible and the codeword is discarded.
Therefore is the SNR value is not in a given range, no LDPC
decoding is undertaken as illustrated by step 502. The mini-
mum and the maximum thresholds may be determined using
the Erlang law or by simulation.
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If'the SNR value is in the range, we determine the theoreti-
cal number of iteration needed to decode all the codewords in
the bufter. This process is done by accumulating in a variable
Nip the result of the function f to the SNR of each codeword
in the buffer. This is illustrated by steps 503 and 504. It is to
be noted that a new evaluation of the number of iteration is
undertaken for the whole buffer for each codeword entering
the decoder.

In step 505, the ratio R=Nip/(rat*t) is determined where rat
represents expected by design ratio of the speed of incoming
word to be decoded to the speed of decoding them, based on
an average number of iterations. t is the number of codewords
in the buffer. This ratio is then compared to 1. A ratio R below
1 means that the decoder is fast enough. A ratio R above 1
means that the decoder is too slow.

Accordingly, the maximum number of iteration associated
with the codeword of index 1 is determined as the direct result
of function f in the case of the decoder is fast enough in the
step 507. In contrast, it is determined to a reduced value

E( f(SliVR) ]

in the case of the decoder is too slow in the step 506. Where
E(x) is the floor function.

FIG. 6 illustrates the decoding process in an alternative
embodiment including this determination of the maximum of
iteration per codeword. This method is very similar to the on
described on FIG. 4 and only the differing steps will be
described. Assuming that the process illustrated on FIG. 5 is
conducted for every codeword entering in the decoder from
the buffer, a maximum number of iteration is known for each
codeword. The steps 405 and 408 of FIG. 4 have been sup-
pressed. As the actual speed of the decoder is taken into
account in the determination of the maximum number of
iteration per codeword, a specific step to determine if the
decoder is too slow is not needed anymore.

The step 406 in FIG. 4 where the current number of itera-
tion was tested against a global maximum number of iteration
becomes the step 606 where the current number of iteration is
now tested against the specific maximum number of iteration
determined for this particular codeword. While this maxi-
mum is not reached and there are still errors in the decoded
codeword some decoding stage 604 are undertaken. In the
case of there is no more errors or this maximum of iteration is
reached, the codeword is output in step 607.

Accordingly a maximum number of iteration is determined
per codeword being as close as possible to the theoretical
needed number of iteration for decoding. When this maxi-
mum should be decreased due to a decoding speed too low,
this is done taking into account the actual need of each code-
word. Therefore the obtained error rate is very good. The
adaptation of the decoding to the actual decoding speed and
the prevention of buffer overflow is integrated in the determi-
nation of the maximum number of iteration per codeword and
its management like in the decoding method of FIG. 5 is not
needed.

Any step of the algorithm shown in FIG. 3, 4, 5, or 6 may
be implemented in software by execution of a set of instruc-
tions or program by a programmable computing machine,
such as a PC (“Personal Computer”), a DSP (“Digital Signal
Processor”) or a microcontroller; or else implemented in
hardware by a machine or a dedicated component, such as an
FPGA (“Field-Programmable Gate Array™) or an ASIC (“Ap-
plication-Specific Integrated Circuit”).
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Although the present invention has been described herein-
above with reference to specific embodiments, the present
invention is not limited to the specific embodiments, and
modifications will be apparent to a skilled person in the art
which lie within the scope of the present invention.

Many further modifications and variations will suggest
themselves to those versed in the art upon making reference to
the foregoing illustrative embodiments, which are given by
way of example only and which are not intended to limit the
scope of the invention, that being determined solely by the
appended claims. In particular the different features from
different embodiments may be interchanged, where appro-
priate.

In the claims, the word “comprising” does not exclude
other elements or steps, and the indefinite article “a” or “an”
does not exclude a plurality. The mere fact that different
features are recited in mutually different dependent claims
does not indicate that a combination of these features cannot
be advantageously used.

The invention claimed is:

1. A computer implemented method of controlling the
decoding of codewords received by a linear block code pipe-
lined decoder from an input buffer, said pipelined decoder
comprising at least two decoding stages, the method compris-
ing iteratively:

loading the decoding stages of the pipelined decoder;

executing a decoding step; determining the number of

residual errors in the codewords; and

outputting error free codewords;

wherein:

loading the decoding stages allows the different decoding

stages to be loaded with any codeword coming from the
buffer or from any decoding stage of the decoder;

the method further comprising:

evaluating for each input codewords the SNR in the trans-

mission channel at the moment of the actual transmis-
sion of the codeword;

determining a function that gives a theoretical maximum

number of decoding step needed for the decoding of a
given codeword based on the SNR value measured at the
moment of its actual transmission; and
for each codeword entering the pipeline decoder:
determining the theoretical maximum number of decoding
step needed for the decoding of all the codewords stored
in the input buffer by summing the result of said function
applied to the SNR value measured for each of these
codewords;
determining a ratio of the theoretical maximum number of
decoding step needed for the decoding of all the code-
words stored in the input buffer and the average number
of iteration contemplated on preceding decoded code-
words multiplied by the number of codewords in the
input buffer;
determining the maximum number of decoding step asso-
ciated with the codeword as the result of the function
applied to the SNR value measured for the codeword if
the given ratio is below 1;

determining the maximum number of decoding step asso-
ciated to the codeword as the floor of the result of the
function applied to the SNR value measured for the
codeword divided by said ratio if the given ratio is 1 or
above; and

outputting the codeword from the pipelined decoder when

the maximum of decoding step has been executed on the
codeword.
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2. The method according to claim 1 wherein said function
is a step function determined by simulating the transmission
channel.

3. The method according to claim 1 wherein said function
is based on the Erlang distribution law.

4. The method according to claim 1 further comprising:

determining a minimum and a maximum on the SNR

value;

discarding a codeword associated to a SNR value below the

minimum; and

outputting the codeword directly as the decoding result if

the SNR value associated is above the maximum.

5. The method according to claim 4 wherein said minimum
and maximum are determined using the Erlang distribution
law.

6. The method according to claim 4 wherein said minimum
and maximum are determined by simulating the transmission
channel.

7. The method according to claim 1 further comprising
reordering outputted codewords.

8. A controller device for controlling the decoding of code-
words received by a linear block code pipelined decoder from
an input buffer, said pipelined decoder comprising at least two
decoding stages, the controller device comprising:

a loader for loading the decoding stages of the pipelined

decoder;

an electronic circuit configured to control the execution of

a decoding step;
means to determine the number of residual errors in the code-
words; and

an electronic circuit configured to output error free code-

words;

wherein:

the loader allows the different decoding stages to be loaded

with any codeword coming from the buffer or from any
decoding stage of the decoder;

the controller device further comprising:

an electronic circuit configured to evaluate for each input

codewords the SNR in the transmission channel at the
moment of the actual transmission of the codeword to be
used as the transmission channel conditions;
an electronic circuit configured to determine a function that
gives a theoretical maximum number of decoding step
needed for the decoding of a given codeword based on
the SNR value measured at the moment of its actual
transmission; and
for each codeword entering the pipelined decoder:
an electronic circuit configured to determine the theoretical
maximum number of decoding step needed for the
decoding of all the codewords stored in the input buffer
by summing the result of said function applied to the
SNR value measured for each of these codewords;

an electronic circuit configured to determine a ratio of the
theoretical maximum number of decoding step needed
for the decoding of all the codewords stored in the input
buffer and the average number of iteration contemplated
on preceding decoded codewords multiplied by the
number codewords in the input buffer;

an electronic circuit configured to determine the maximum

number of decoding step associated to this codeword as
the result of the function applied to the SNR value mea-
sured for this codeword if the given ratio is below 1;

an electronic circuit configured to determine the maximum

number of the decoding step associated to this codeword
as the floor of the result of function applied to the SNR
value measured for this codeword divided by said ratio if
the given ratio is 1 or above; and
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an electronic circuit configured to output the codeword
from the pipelined decoder when the maximum of
decoding step has been executed on this codeword.

9. The controller device according to claim 8 further com-
prising:

an electronic circuit configured to raise a slow decoding

condition when the decoding rate becomes slower than
the data reception rate; and

an electronic circuit configured to output the codeword in

the pipelined decoder having the lower number of
residual errors when the slow decoding condition is
raised.

10. The controller device according to claim 8 wherein said
function is a step function determined by simulating the trans-
mission channel.

11. The controller device according to claim 8 wherein said
function is based on the Erlang distribution law.

12. The controller device according to claim 8 further
comprising:

an electronic circuit configured to determine a minimum

and a maximum on the SNR value;

an electronic circuit configured to discard a codeword asso-

ciated to a SNR value below the minimum; and

an electronic circuit configured to output the codeword

directly as the decoding result if the SNR value associ-
ated is above the maximum.

13. The controller device according to claim 12 wherein
said minimum and maximum are determined using the Erlang
distribution law.

14. The controller device according to claim 12 wherein
said minimum and maximum are determined by simulating
the transmission channel.

15. The controller device according to claim 8 further
comprising an electronic circuit configured to reorder output-
ted codewords.

16. A non-transitory computer-readable storage medium
on which is stored codes of an executable program causing a
computer to implement a method of controlling the decoding
of codewords received by a linear block code pipelined
decoder from an input buffer, said pipelined decoder com-
prising at least two decoding stages, the method comprising
iteratively:

loading the decoding stages of the pipelined decoder;

executing a decoding step;

determining the number of residual errors in the code-

words; and

outputting error free codewords;

wherein:

loading the decoding stages allows the different decoding

stages to be loaded with any codeword coming from the
buffer or from any decoding stage of the decoder;

the method further comprising:

evaluating for each input codeword the SNR in the trans-

mission channel at the moment of the actual transmis-
sion of the codeword;

determining a function that gives a theoretical maximum

number of decoding step needed for the decoding of a
given codeword based on the SNR value measured at the
moment of its actual transmission; and

for each codeword entering the pipelined decoder;

determining the theoretical maximum number of decoding

step needed for the decoding of all the codewords stored
in the input buffer by summing the result of said function
applied to the SNR value measured for each of these
codewords;

determining a ratio of the theoretical maximum number of

decoding step needed for the decoding of all the code-
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words stored in the input buffer and the average number
of iteration contemplated on preceding decoded code-
words multiplied by the number of codewords in the
input buffer;

determining the maximum number of decoding step asso- 5
ciated to this codeword as the result of the function
applied to the SNR value measured for this codeword if
the given is below 1; and

determining the maximum number of decoding step asso-
ciated to this codeword as the floor of the result of the 10
function applied to the SNR value measured for this
codeword divided by said ratio if the given ratio is 1 or
above; and

outputting the codeword from the pipelined decoder when
this maximum of decoding step has been executed on 15
this codeword.
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